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Overview of W.O.M. Approaches and Methodologies

· Blog Tracking and Analysis

· Word of Mouth Metrics

· Linking with Traditional Techniques

July 2007

This Overview is designed to provide a description of the word-of-mouth metrics technology upon which WAC Survey relies. This applies to our blog tracking and analysis capabilities for projects we implement on behalf of our clients.
OVERVIEW
WAC Survey’s approach is comprised of three distinct components.  

(1) data collection

(2) data analysis

(3) reporting and delivery

Each of these components will be discussed and can be depicted visually as follows:
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DATA COLLECTION
Data are collected from various sources on the Internet.  While the company is unbiased in the data it collects and analyzes, the common element in all information collected is the unsolicited human opinion nature of the data.

Data Sources

Data are collected from various online sources including weblogs, message boards, chat, opinion web sites, Usenet groups, company suggestion and or comment inboxes, etc.  Each of these sources of data is common in the text based nature of the data.  However, collection techniques utilized may vary based on the availability of the text.  Further, each of these data sources provides different views into the opinions being expressed.  For example, message board data tends to be posted by product users who visit a message board for the purpose of discussing the primary topic of the message board.  In addition, people posting to a message board about Audi A4 cars will likely be current owners and potential buyers of this car and the discussion will tend to focus on specific features of the vehicle; i.e., handling, braking, after-market products, etc.  In contrast, people posting to weblogs tend to come to this world to speak about themselves, their school, work, relationships, life, etc., and, in regards products or topics of interest,  intersect with the bloggers’ lives, they are discussed in a more stream of consciousness approach.  Opinion website and suggestion boxes also have unique characteristics which provide different insights into public opinion and perception.  In crafting a study, care is taken to insure that the sources of data collection match the client’s desired objectives. 

Identification and Collection

Once the optimal data sources have been identified, data are collected through a variety of means.  Several times per day, all new postings from over millions of weblogs are collected.  RSS feeds and direct sources are used to identify which weblogs contain new postings.  We will “crawl” or “spider” the newly posted sites for all changed content once they are identified.  As a much more surgical information source, we identify which message boards are of most interest to the report being prepared and crawl these boards several times per day to insure that the most recent data are collected.  Unlike many search engines which have billions of pages to crawl and miss significant amounts of postings due to their time between crawls, with its surgical focus, our approach is able to insure all of the current data are collected for analysis.  In addition to these sources, company suggestion, comment and inbox data can be collected either via direct access to the inbox by the client, flat file data dumps, or automated forwarding of copies of the postings to a WAC Survey mailbox.

Postings Repository

A rolling history of all content that has been crawled in six-month increments is maintained. Postings older than six months are archived for future reference. Maintaining this raw store of postings affords an analysis of historical postings for trends and interests that may not have been known when the data were initially collected.  WAC Survey will also use the raw postings repository when introducing new speaker attribute classifications.  Additionally, we can provide analysis from the entirety of this postings repository which reaches back for several years.

DATA ANALYSIS
Data analysis is broken into the following two major categories: 


(1) An analysis of the individual posting his or her opinions (speaker 
      analysis); and, 
(2) An analysis of the content and context of the postings (content 
      analysis).  

In addition to providing a brief overview of the methods used to accomplish both speaker and content analysis, this document will address the methods used to test and validate the accuracy of the analysis.

Methods

WAC Survey relies upon a combination of natural language processing methodologies, machine learning algorithms and business rules to produce its analysis.  Natural language processing (NLP) is used to decompose the text analyzed into its various components.  For example, NLP is used to identify the paragraphs, sentences, nouns, verbs, adjectives, adverbs, phrases, term clusters and other textual components of the analyzed text.  Machine learning is used to build mathematical models of the relationships between and among the various textual components to accomplish the speaker and content analysis and includes Bayes classifiers, neural networks, decision trees and other capabilities.  Finally, business rules are employed to aid in textual analysis to better understand the nuances of the speech and address many of the challenges of turning the non-grammatically correct online community into actionable research.  

Speaker Analysis

Our technology has been refined to identify many attributes of the individuals posting to the Internet.  We are currently identifying the age group and the gender of each speaker, plus determining the proportion of speakers who are new to the conversation and those who comment frequently on the topic of interest.  Further, WAC Survey is currently developing additional algorithms to identify more speaker attributes.

Age and Gender

In developing classifiers for age and gender, we begin by using NLP to decompose the speech of a statistically representative sample of individual for whom the age or gender is known.  For each individual within the sample the text is decomposed into the nouns, verbs, adjectives, adverbs, phrases, topics and other text variables potentially relevant to the analysis.  Mathematical models are then developed to compare each of the foregoing components to determine the common speech, parts of speech, mannerisms, topics and nuances used by each age group and gender.  The result is a collection of words, terms, phrases, concepts, grammar and nuance used by that age group or gender.  The text of the speaker for whom the gender or other attributes is sought to be discovered is then decomposed into similar components and compared to the component collection for the known gender.  The closeness of the match between the known and unknown samples provides a confidence of the prediction of the unknown sample.  

In addition to age and gender, WAC Survey is developing additional models to predict other attributes of speakers.

New Speaker Analysis

One critical component of the analysis of who is speaking on a topic is the ability to understand if those posting are doing so for the first time or have posted on the topic in the past.  This analysis provides insight into whether the company’s message is being heard by the same people or reaching new buyers.  

Our data warehouse contains the age, gender and other attributes of each speaker as well as the topics on which each speaker has posted.  By analyzing the individuals who have posted on a topic of interest in any given week, we determine what percentage of the speakers each week have posted about this topic in the past.  The resulting analysis is provided both in a weekly chart of new posters (both positive and negative) versus those who have posted on the topic in the past and a trended analysis to understand over time if the company’s message is consistently reaching new people.

Unique Voice Analysis

An additional metric of importance is the determination of the concentration of the postings on a given topic over the individual speakers.  This analysis determines if the 500 comments received in a given week on a topic are spread across 500 individuals or concentrated among a handful of individuals who post frequently on the topic.

For each week, we calculate the frequency with which unique individuals post on a topic of interest.  This data is displayed in a chart with the percent of individuals posting on the topic of interest with different frequencies over the period of analysis, i.e. once, two to five times, six to nine and greater than ten times per week.  
Content Analysis

In analyzing the text posted online, we divide the subject matter down to the precise topics of discussion necessary for the reader to take actionable steps based on the discussion.  By way of example, rather than merely providing an overall sentiment about a product, a PDA for example, WAC Survey drives the analysis into topics of discussion about the PDA (i.e. cost, screen, battery life, etc.) and the subtopics beneath each of these topics (i.e. under the topics of screen, font, keypad, back lighting, etc.)  This methodology enables users to immediately focus on the issues before them and take action based on clear and unsolicited feedback from users and potential buyers.

Relevant Text Determination

The scientific challenges associated with content analysis begin with understanding the text of importance for analysis.  Unlike traditional search engines which rely on Boolean key words searches to locate text of interest, we use a combination of approaches to eliminate false positives, text which contains all of the key words but is not of interest.  By way of example, if the user is interested in the Dairy Queen Blizzard, key word search engine would likely and improperly weigh each of the following sentences equally: 

(1) “I went to Dairy Queen yesterday to get a blizzard.” 

(2) “I got stuck in a blizzard on my way to Dairy Queen yesterday.”   

By understanding the topics of interest, WAC Survey is able to tie the component parts of the sentence together to insure the results only include the text of interest, in this case sentence (1).  This approach of tying the phrases of interest together insures accuracy of the results which, when the end result is to measure the number and sentiment of the relevant postings is critical to the outcome.

Topic / Feature / Attribute Determination

As provided above, WAC Survey drives the analysis of the text down to its smallest components to provide the reader with actionable data on the features which form the basis of the speaker’s opinion.  We divide this analysis into three concentric layers: Topics, Features and Attributes.  Topics represent the highest and most inclusive layer of analysis, Features represent the topics of discussion under a Topic and Attributes represent the sub-topics of discussion under a Feature.  Using the PDA example above, the Topic would be the PDA model (i.e. HP iPaq 4155), the Features would be cost, screen, battery life, etc. and the Attributes for screen would be font, keypad, backlighting, etc.

This concentric layering is accomplished by utilizing a variety of clustering algorithms which can be applied in both a supervised and unsupervised approach.  Unsupervised clustering allows the discussion to cluster itself around the topics naturally occurring in the speech.  Unsupervised learning is analogous to an electoral caucus when individuals supporting different candidates collect in different portions of the room.  Unsupervised clustering allows the user to understand in what product users and potential buyers are most interested and will allow the user to gather more of a “listener” view to the user base.  

In addition to unsupervised analysis, the clustering technology can be applied in a supervised approach, whereby the system looks for precise clusters of discussion.  Using the PDA example, if the user were interested in the discussion about a specific advertisement or promotion running or potential problems with the Bluetooth interface, WAC Survey can focus its analysis to uncover the discussion about the specific Features or Attributes of interest.

Favorability

Favorability is the determination of the positive or negative sentiment of the speech analyzed.  A combination of methods and techniques are employed to assess the sentiment of speech, including dictionary and thesaurus comparisons, analyzing surrounding terms, full sentence analysis, and others.  In addition, WAC Survey utilizes systems to identify sarcasm, popular modes of emphasis, acronyms, and other taxonomies to understand the positive or negative nature of speech.

Spam Filtering

Spam is a significant problem in the blogosphere and can reach as high as 75% of posts on certain subjects. Spam in the blogosphere often looks much like spam in email (selling pharmaceuticals, ring tones, cellular service, adult content, etc.) and is motivated both by the intent to sell products or services and blog spam’s ability to raise organic search results in major search engines.  Removal of spam is critical to rely on blog and board analysis.  Previous research has shown that results can vary dramatically with and without spam filtering as evidenced by the graph at the right.  This graph represents mentions of four wireless service providers with and without spam filtering.  As indicated, Brand B goes from the first to the third position based on analysis of spam vs. legitimate postings.  An aggressive three- pronged approach to spam filtering using black lists, predictive modeling and human filtering is undertaken to remove as much spam as is possible. The result is highly clean and reliable analysis and outputs.

Data Warehouse

WAC Survey has access to a data warehouse that contains the online community’s classified interests and opinions for the life of those topics being discussed. Each topic is linked back to the user that made the comment including when the comment was posted and the sentiment of the topic as well as all speaker and content analysis. This semantically rich warehouse enables us to provide an even deeper level of analysis by identifying cross-correlated topics of interest and tracking how an online user changes their interests and positions over time.

Testing and Validation 
Various methods are used to test the validity of our algorithms, including industry standard 10 fold cross validation (the “10X Test”).  The 10X Test is used to validate the accuracy of predictive systems by comparing predicted results to known results.  
The 10X Test begins with a sample of known attributes where the sample is divided into 10 equal segments.  One segment is held aside for testing and a model is built on the remaining 9 segments.  The model based on the 9 segments is used to predict the attributes of the held segment (where the attribute being predicted is known) and an accuracy of the prediction is determined.  The test is run 10 times, each time with a different segment held aside for testing.  The model features for the 10 models are adjusted to provide equivalent accuracy for across all 10 models and used to create the final deployed model.

For example, in building and testing a model to predict the gender of a blogger based on the text posted by the blogger, one may begin by collecting blog samples from 10,000 bloggers for whom the gender of each blogger is known.  The 10,000 known bloggers are divided into 10 equal segments of 1,000 each and each segment is numbered 1 through 10.  Segment 1 comprised of 1,000 bloggers with known genders is held aside and a predictive model is produced based on the above techniques from segments 2 through 10.  The model based on segments 2 through 10 is then used to predict the gender of the 1,000 bloggers in Segment 1.  Because the gender of each of these bloggers is known, the predicted genders can be compared to the actual genders and accuracy determined.  This constitutes one cycle in the 10X Test.  The same process is repeated holding segment 2 aside for testing and a model is built on segments 1 and 3 through 10.  The accuracy for the second model is based on a comparison of the predicted genders for segment 2 to the known genders of the bloggers in Segment 2.  This process is repeated 10 times until each segment is held out for testing.  The accuracy of each model is compared and adjustments are made in each model until the accuracy is equivalent across all models.  The collective features of the 10 models turned for equivalent accuracy is the deployed model.

In addition to the initial 10X Test, additional validations test are run from time to time to insure the continued accuracy of the deployed model.  These additional tests can be by 10X Test or a simpler, single comparison to sets of known attributes being predicted.  
REPORTING AND DELIVERY
Once data are captured, cleansed and analyzed, in-depth reports are produced, enabling WAC Survey clients to review the latest findings relative to their products, marketing and competition.  These reports include demographic analysis as well as verbatims that link to actual online data sources to gain further insight into context. Reports are delivered in PowerPoint with in-depth human analysis, or in topline dashboard form via an online, secure client portal.  
These reports include:

Product Tracker – Tracks feedback from customers about what they like, dislike, and what can be improved regarding your company’s products and features.

Brand Tracker – Taps into the blogosphere to provide you with an early read on what consumers are saying about you and your competitors, and possible trends that impact those brands.  It provides analysis on share of buzz, sentiment toward selected brands, and demographic analysis.

Trend Tracker – Tracker identifies and provides analysis on the opinions and key perceptions driving customer behavior.

Marketing Tracker – Identifies those who are talking about your organization in their blogs, and tracks how your ‘share of buzz’ and bloggers’ overall feelings about your company change over time - what themes are most talked about, and how different users react differently to their messages.

In addition to our reports and our online Topline dashboard, WAC Survey can provide you with the ability to identify the most influential and engaged bloggers and boarders to either monitor their discussion and/or to reach out to these individuals.  This service provides a monthly list of blogger and boarder (URLs) based on pre-selected criteria for influence, engagement, sentiment and demographics about a brand or topic of interest for use in outreach campaigns. 
For further information, contact 

Art Savitt: 

516-466-7467
asavitt@wacsurvey.com 
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